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SUMMARY

Offset responses upon termination of a stimulus are
crucial for perceptual grouping and gap detection.
These gaps are key features of vocal communication,
but an ionic mechanism capable of generating fast
offsets from auditory stimuli has proven elusive.
Offset firing arises in the brainstem superior paraoli-
vary nucleus (SPN), which receives powerful inhibi-
tion during sound and converts this into precise
action potential (AP) firing upon sound termination.
Whole-cell patch recording in vitro showed that
offset firing was triggered by IPSPs rather than
EPSPs. We show that AP firing can emerge from inhi-
bition through integration of large IPSPs, driven by an
extremely negative chloride reversal potential (ECl),
combined with a large hyperpolarization-activated
nonspecific cationic current (IH), with a secondary
contribution from a T-type calcium conductance
(ITCa). On activation by the IPSP, IH potently acceler-
ates the membrane time constant, so when the
sound ceases, a rapid repolarization triggersmultiple
offset APs that match onset timing accuracy.

INTRODUCTION

The duration and termination of a sensory input are universal

parameters underlying sensory processing that require some

element of neural computation. This is especially true in the

auditory system, where preservation of timing information is

important for sound localization, auditory scene analysis, and

communication (Snell and Frisina, 2000). The mammalian audi-

tory brainstem possesses circuits involved in gap detection

and sound duration encoding (Kadner and Berrebi, 2008; Kadner

et al., 2006) in which the superior paraolivary nucleus (SPN) and

the medial nucleus of the trapezoid body (MNTB; Banks and

Smith, 1992; Kuwabara and Zook, 1991) are key components

(Figure 1A).

The rodent SPN (referred to as SPON in rats: Saldaña and Ber-

rebi, 2000) is considered to be the homolog of the dorsomedial

paraolivary nucleus in other mammals (Grothe and Park, 2000).
The ubiquitous presence of this nucleus across many mam-

malian species, independent of their specialization for low- or

high-frequency sound localization, also suggests that the SPN

is involved in functions other than sound localization (Behrend

et al., 2002; Dehmel et al., 2002; Kulesza, 2008; Kulesza et al.,

2003; Schofield, 1995; Zook and Casseday, 1982). The SPN

receives a weak bilateral (predominantly contralateral) excitatory

input from the cochlear nuclei (Kuwabara et al., 1991) and

a strong, tonotopically ordered inhibitory input from the MNTB

(Banks and Smith, 1992; Sommer et al., 1993). During a sound,

action potential (AP) firing is suppressed by MNTB inhibition,

but when the sound ceases, the SPN is released from this inhi-

bition and generates rebound APs as an ‘‘offset response’’

(Behrend et al., 2002; Dehmel et al., 2002; Kulesza et al.,

2003). This IPSP-induced offset firing is mediated by glycine

receptors (Kadner and Berrebi, 2008) and three mechanisms

have been postulated to explain the offset firing:

(1) Coincident excitation and inhibition suppress firing during

the sound, but the excitation outlasts the inhibition (dis-

cussed in Kulesza et al., 2003).

(2) An initial evoked IPSP becomes depolarizing as a conse-

quence of an activity-dependent shift in ECl (Kaila et al.,

1997).

(3) The offset response is generated by the intrinsic conduc-

tances of the SPN neuron. It seems unlikely that release

from MNTB inhibition could be the sole mechanism

generating offset firing, since other major targets of

MNTB inhibition (such as the medial and lateral superior

olives) rarely exhibit offset firing (Barnes-Davies et al.,

2004; Scott et al., 2005).

We demonstrate that offset firing is an intrinsic activity of SPN

neurons with the ionic mechanism requiring three crucial

elements: sound-evoked IPSPs, a large electrochemical chloride

gradient, and the combination of a hyperpolarization-activated

cation current, IH, with a T-type calcium current, ITCa. Modeling

has suggested that IH could contribute to stimulus duration

encoding (Hooper et al., 2002); our results provide experimental

evidence for this but also demonstrate the crucial importance

of the IPSP and enhanced chloride gradients, so that the inhibi-

tion can provide sufficient hyperpolarization to activate IH in re-

sponse to physiological sensory input. We have confirmed this

interpretation using sound-evoked SPN single-unit recordings
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Figure 1. The MNTB Provides Sufficient Inhibition to Cause Offset Responses in the Mouse SPN In Vivo and In Vitro

(A) Diagram of the brainstem at the level of the superior olivary complex showing the stimulation and recording sites.

(B) Retrograde labeling of SPN cells after fluorogold injection into the ipsilateral IC.

(C) SPN in vitro: whole-cell patch recording under current clamp (upper trace) showing the typical hyperpolarization and ‘‘sag’’ during a 200 ms hyperpolarizing

current step (�400 pA, lower trace). After the end of the current step the potential rapidly returns to rest with a burst of APs. Inset: ten superimposed traces at

higher gain shows that the rhythmic offset burst usually contains two to four well-timed APs.

(D) MNTB in vivo: dot raster plot to a repetitive (10 runs/100 ms stimulus) sound stimulation at CF (17.8 kHz) with intensity increasing from 0 to 80 dB SPL. Firing

increases with intensity and spontaneous firing is suppressed afterwards.

(E) SPN in vivo: dot raster plot for a repetitive (10 runs/100 ms stimulus) sound stimulation at CF (15.4 kHz) with intensity increasing from 0 to 80 dB SPL.

Spontaneous activity is suppressed during sound stimulation while offset firing increases with sound intensity.

(F) SPN single-unit recording in vivo during 100 ms tone stimulation (lower trace) at CF/80 dB SPL. The dot-raster plot shows a well-timed offset response. Inset:

the PSTH has distinct multiple peaks, indicating rhythmicity of the offset response.

(G) SPN in vitro: IPSCs evoked by electrical stimulation of the MNTB are blocked by strychnine (1 mM).

(H) SPN in vitro: synaptic stimulation (of MNTB) at 100 Hz/100 ms produced a reliable offset response with or without contributions from excitatory synapses

(upper andmiddle trace, respectively). Additional application of strychnine (lower trace) caused the IPSP hyperpolarization to decline and the offset responsewas

eliminated.

(I) The proportion of SPN cells with and without offset firing in vivo and in vitro. The dotted line in the in vitro offset-bar (far right) represents the subpopulation of

cells with only one AP in the offset response.
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in vivo, characterized the conductances using voltage clamp

in vitro, and demonstrated that these conductances are

sufficient to explain the results by computational modeling.

The result is a physiologically elegant solution to computation

of sound termination: a cell-specific conversion of inhibition

into excitatory AP firing, which enhances timing accuracy and

provides crucial information for downstream duration encoding.
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RESULTS

SPN Neurons Show Burst Offset Firing In Vitro
and In Vivo
The majority of SPN neurons showed AP firing as an offset

response following sound stimulation in vivo (64%, extracel-

lular single unit, n = 15, Figures 1E, 1F, and 1I) or following
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hyperpolarization in vitro (89%, whole-cell patch clamp, n = 70,

Figures 1C, 1H, and 1I). A minority of neurons showed no offset

firing upon hyperpolarization (Figure 1I), but instead showed sus-

tained or onset firing in vivo, as seen in other species (Behrend

et al., 2002; Dehmel et al., 2002). The offset firing characteristi-

cally exhibited an intrinsic rhythm observed as multiple distinct

peaks in the poststimulus time histogram (PSTH; Figure 1F,

inset). The average number of APs in the offset response was

3.5 ± 0.4 (n = 65) with an interspike interval of 1.85 ms ±

0.19 ms (n = 26 cells) between the first two APs and increasing

variability for the subsequent APs, as shown in the inset in Fig-

ure 1C. A subpopulation of cells (25%; Figure 1I, dotted line) fired

only one offset AP; these neurons lacked the very negative ECl

(see below) and possessed an IA type potassium current, sug-

gesting that their role may differ. The differences were minor

and we did not exclude these cells from the data set to avoid

sample bias.

The offset firing pattern will be conserved on projection from

the SPN to target neurons, and confirmation of a projection to

the inferior colliculus (IC) in mice was obtained by retrograde

labeling of SPN neurons after fluorogold injection into the IC (Fig-

ure 1B). The ionic mechanisms underlying this offset firing were

investigated by studying the conductances activated around

resting membrane potentials (RMP: �59.9 ± 0.9mV; n = 82). A

general characterization of theSPNneurons under voltage clamp

in vitro showed that they possessed large sustained outward

potassium currents in response to depolarization, including tet-

raethyl ammonium-sensitive Kv3 high voltage-activated currents

and low voltage-activated, dendrotoxin-I sensitive Kv1 currents.

Under current clamp SPN neurons had rapid time-course over-

shooting APs (absolute amplitude: 12.1 ± 1.5mV; half-width:

0.36 ± 0.02 ms, n = 72, see also Figure S1, available online).

SPN Offset Firing Is Evoked by Glycinergic Input after
MNTB Stimulation In Vivo and In Vitro
Sound-evoked firing in neurons of the MNTB and SPN show

a reciprocal relationship. Presentation of a contralateral pure-

tone stimulus at the characteristic frequency (CF) for an MNTB

neuron gives continuous high-frequency AP firing for the dura-

tion of the stimulation, but firing is suppressed below sponta-

neous activity after the end of the sound (Figure 1D). MNTB AP

firing exceeds spontaneous levels as sound intensity (0 to 80

dB SPL) passes threshold and monotonically increases until

reaching a plateau firing rate (Figure 1D). The opposite occurs

in the SPN; sound stimulation suppresses all firing during the

sound but triggers offset firing after cessation of the sound

(Figure 1E) with the number of APs continuously increasing

with sound intensity (beyond threshold). Stimulation of the

MNTB activated endogenous inhibition in SPN neurons in vitro,

followed by offset APs (100 Hz train for 100 ms, Figure 1H, upper

trace, see also Figure S2). Thus, acoustic stimulation, hyperpo-

larizing current injection, and electrically evoked IPSPs all re-

sulted in similar offset firing. These results confirm the uniformity

of evoked offset firing in both in vivo and in vitro recordings and

support the use of in vitro methods to identify the ionic basis of

SPN offset firing. IPSCs triggered by MNTB stimulation are

blocked by the glycine receptor antagonist strychnine (1 mM),

confirming the origin and transmitter of this inhibitory synaptic
projection (Figure 1G). In vivo recordings confirm that evoked

glycinergic IPSPs trigger offset firing but do not exclude the

possibility that EPSPs might also be involved. To test this

hypothesis we used repetitive IPSPs evoked by electrical stimu-

lation of the MNTB in vitro in the presence of AMPAR and

NMDAR antagonists (50 mM AP5, 10 mM CNQX). Under these

conditions, well-timed offset APs were generated (Figure 1H,

middle trace) as the membrane potential rapidly depolarized

back to resting levels at the end of the train, thus confirming

that excitatory synaptic transmission was not necessary for

offset firing. However, additional blockade of the glycinergic

IPSCs diminished all offset firing in the SPN, identifying glyciner-

gic inhibition as a major component of offset firing (Figure 1H,

lower trace). Note that the IPSPs remain hyperpolarizing

throughout the train of stimuli, including at the end of the

stimulus, so the synaptic responses are not causing the depola-

rizing offset response. The obvious candidate for such a depolar-

ization is the hyperpolarization-activated nonspecific cation

conductance, IH.

Large and Fast IH Currents Are Present and Generate
Offset AP Firing
Current injection into SPN neurons (under current-clamp condi-

tions) generated hyperpolarization that clearly exhibited the

characteristic slow sag of the membrane potential over a period

of around 50 ms, indicative of IH activation (Figure 1C). Under

voltage clamp, hyperpolarizing voltage steps from �61mV (Fig-

ure 2A) evoked an inward current with two components: first,

a small instantaneous, ZD7288-insensitive leak current (II) that

exhibited some inward rectification (Figures 2A and 2B) and

a mean conductance of 32.8 ± 2.9 nS (n = 40; EK = �90mV).

Second, a more slowly activating and noninactivating inward

current (IH) was observed. The magnitude of IH was measured

by subtraction of the instantaneous current (II) from the sus-

tained current (IS), giving a peak conductance of 19.8 ± 1.3 nS

(n = 40; EH = �40mV; Figure 2B). The IH current was inhibited

by application of 20mM ZD7288 (n = 6; p % 0.001; Figure 2B).

The voltage dependence of IH activation was estimated from

the tail currents (IT, inset in Figure 2A), to which a Boltzmann

function fit gave a half-maximum activation of �88.2 ± 0.9mV

with a slope of 7.5 ± 0.4mV (n = 30; Figure 2C). IH activation

rate was measured on stepping to �130mV (n = 30) and fit to

the sum of two exponentials with respective time constants of:

tfast: 26.8 ± 1.9 ms and tslow: 180.6 ± 16.9 ms (Figure 2D) of

which the fast component contributed 70.6%. The activation

rates slowed at more positive voltages (tfast = 108.4 ± 6.1 ms

at�70mV, n = 30) with an e-fold acceleration for 25mV hyperpo-

larization. We postulated that the fast time course of IH was due

to the expression of HCN1 subunits (Nolan et al., 2004). Record-

ings from HCN1 knockout mice (KO) showed that the peak IH
current was indeed reduced to half that of the wild-type (WT;

Figures 2A and 2B). The remaining IH current in the HCN1-KO

activated at more negative voltages and with a much slower

time-course, consistent with mediation by HCN2 subunits

(Figures 2A, 2C, and 2D).

Immunolabeling confirmed expression of HCN1 and HCN2

subunits in the SPN; HCN1 was predominantly associated

with the somatic plasma membrane while HCN2 was largely
Neuron 71, 911–925, September 8, 2011 ª2011 Elsevier Inc. 913



Figure 2. SPN IH Currents Are Large, Fast Activating, and Dominated by HCN1

(A) WT: IH currents evoked by step commands from a holding potential of �60mV to �130mV (voltage protocol plotted below) with the inset showing the IH tail

currents (IT). HCN1-KO: IH currents evoked over the same voltage range are slow activating and low magnitude (red traces). Block of WT IH currents by perfusion

of 20 mM ZD7288 revealed an instantaneous inward current (green traces).

(B) The difference between the sustained current (Is) and the instantaneous leak current (Ii) indicates the IH current inWT controls (black squares; n = 40), in HCN1-

KO (red triangles, n = 10), and in WT after blockade by ZD7288 with some inward rectification (green circles, n = 6). Bar graph shows mean current measured

at �130mV for WT (black), HCN1-KO (red), and WT following ZD7288 (20 mm, green) application.

(C) The mean activation curve was plotted from tail currents of individual cells (IT; see inset in A) fitted to a Boltzmann equation (see methods) for WT controls

(black, n = 30) and HCN1-KO (red, n = 10). The shaded areas show the range of the fit from individual cells.

(D) Activation kinetics of WT IH were voltage dependent, and fit by a double exponential function dominated by the fast component: tfast (black) and tslow (blue).

n = 30. Activation in the HCN1-KO (red) was much slower and was well fit by a single exponential function with similar values to the slow time constant of the

WT data. Data are mean ± SEM, n = 10.

(E and F) Immunohistochemical localization from SPN in WT (+/+) and the HCN1-KO (�/�), respectively: HCN1 (green, i), KCC2 (red, ii), DAPI (blue, iii), and

combined (iv). Scale bars are as indicated.
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Figure 3. The Outwardly Directed Chloride Trans-

porter, KCC2, Maintains Low Intracellular Chloride

and Increases IPSP Hyperpolarization

(A) Diagram illustrating the experimental configuration:

whole-cell patch solution contains 34.5 mM [Cl�]i giving
a predicted ECl of �36mV, but the measured EIPSC is

�88mV, consistent with the hypothesis that somatic and

proximal-dendritic KCC2 extrudes chloride entering the

cell from the patch pipette.

(B) Superimposed IPSCs evoked by stimulation of the

MNTB over a range of HPs (�106mV to +6mV) show the

zero current potential (reversal potential, red arrow) under

control (left) and during application of 0.5 mM furosemide

(right).

(C) The mean I/V relationship for the IPSCs under control

conditions (black) gave a reversal potential of�96mV. The

I/V was repeated as furosemide (0.5 mM) washed onto the

preparation and the reversal potential shifted to the right:

�53mV (red).

(D) Plot of the relationship between EIPSC and the

membrane potential at which offset APs are first triggered

under current clamp. Each bar is mean ± SEM, with n

indicated in the respective bar. The blue horizontal bar

represents the average threshold for offset-AP generation

(n = 82). The yellow horizontal bar indicates the average

restingmembrane potential of SPN cells (n = 82).When the

patch solution contained 6 mM [Cl�], the EIPSC was only

a little more hyperpolarized from when it contains 34.5mM

[Cl�], because of the transporter. IPSCs under both

conditions generate offset APs. But when furosemide is

applied, the IPSC declines in amplitude as EIPSC becomes

less negative and now the IPSP can no longer evoke

rebound APs. To underline the physiological relevance the

white bar (right) shows the range of hyperpolarization

induced by IPSPs. The fact that EIPSC exceeds the voltage

threshold for AP generation confirms that there is suffi-

cient driving force for the IPSPs to trigger offset APs.

(E) MNTB stimulation at 100 Hz for 100 ms evoked large

IPSPs, which generate offset AP firing in control SPN

neurons.

(F) Application of furosemide (0.5 mM) reduced IPSP

amplitudes (blue arrows) until no offset APs are triggered.

(G and H) Direct hyperpolarizing current injection evoked

offset AP firing in the presence of furosemide.
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expressed in the dendrites (Figures 2E and 2F; see also Fig-

ure S3). HCN3 and HCN4 were expressed at much lower levels

or were absent from SPN cell bodies, but HCN4 staining was

observed in trapezoid body axons (not shown). The presence

of this large IH conductance with a half-activation around

�88mV suggests that the role of incoming glycinergic IPSPs

could be to activate this conductance. But this raises two

important physiological questions: (1) is the IPSP capable of

sufficient hyperpolarization to activate IH, and so in turn to

generate an offset response? (2) Are any other conductances

involved in offset firing?

Large IPSPs and Negative ECl Are Maintained by KCC2,
an Outward Chloride Transporter
The answer to the first question is that IPSPs are capable of

triggering offset firing. However, in many neurons IPSPs are

rather small because ECl may be less negative than EK or, as

in the immature brainstem, may be positive to the resting

membrane potential. Experimental evidence supports the idea
that SPN neurons have a powerful outwardly directed chloride

transporter and therefore large IPSPs. First, in an elegant

study that employed gramicidin-perforated patch recording,

the endogenous ECl in rat SPON neurons was shown to be

around �100mV and this was associated with high membrane

immunolabeling of the K+Cl� cotransporter, KCC2 (Löhrke

et al., 2005). In the current study EIPSC was around �96 ±

4.2mV (n = 11) when a low chloride concentration (6 mM) was

chosen for the patch pipette (Figure 3D). We tested the idea

for an outwardly directed chloride pump, by setting an artificially

high ECl and observing the change in EIPSP while perfusing the

chloride transporter antagonist, furosemide. A high chloride

pipette solution (34.5 mM) gave a predicted ECl of �36mV,

but EIPSC remained negative at �88 ± 4.8mV (n = 9, Figure 3D).

Perfusion of furosemide (0.5 mM) caused a gradual shift in EIPSC

toward the ECl (Figures 3B and 3C) predicted by the Nernst

equation. We conclude that mouse SPN neurons also possess

the powerful outwardly directed chloride transporter KCC2

(Figure 2Gii), and that this maintains ECl at very negative levels.
Neuron 71, 911–925, September 8, 2011 ª2011 Elsevier Inc. 915



Figure 4. ALow-Voltage-ActivatedT-TypeCalcium

Current (ITCa) Is Present in the SPN

(A) An ITCa current is evoked by a step command to�54mV

when preceded by a prepulse to �104mV to remove

inactivation (black trace). No ITCa current was evoked

without the prepulse (gray trace). Voltage-gated Na+ and

K+ channels are blocked (see Experimental Procedures).

(B) I/V relationship for SPN calcium currents evoked

with the prepulse (black) showed low- and high-voltage-

activated (HVA) subtypes; without a prepulse (gray) only

HVA Ca2+ currents are generated. The voltage range

dominated by ITCa is shaded in gray.

(C) ITCa currents were inhibited by mibefradil (2 mM, gray

trace).

(D) The I/versus before (black) and after (gray) application

of mibefradil with the block of ITCa shaded in gray.

(E) Activation/inactivation curves normalized to the

maximal conductance for ITCa.

(F) Mean ITCa time to peak (activation) and time to half-

decay (inactivation) measured upon stepping to �54mV

from a �104mV prepulse.

(G) Average block of ITCa currents by 2 mM mibefradil. The

numbers, n, are indicated in each bar graph.
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If this is true then physiological offset firing in response to

synaptic input should also be blocked/suppressed by furose-

mide. Furosemide indeed caused the IPSPs to decline in ampli-

tude and now the inhibitory input was insufficient to hyperpo-

larize the membrane to rebound-firing threshold (�81.13 ±

1.3mV, n = 71; blue shaded area in Figure 3D) and so failed to

trigger offset APs (Figures 3E and 3F). As expected, direct

hyperpolarizing current injections could still trigger offset APs

after furosemide application (Figures 3G and 3H). The control

EIPSC is sufficiently negative for the IPSPs to activate IH and

trigger offset APs. Furosemide (0.5 mM) did not block either IH
currents or glycinergic IPSCs directly (Figure S4).

A Low-Voltage-Activated T-Type Calcium Current (ITCa)
Also Contributes to Offset Firing
In addition to IH, the IPSP, and ECl, contributions from other

conductances were implied because the current-voltage rela-
916 Neuron 71, 911–925, September 8, 2011 ª2011 Elsevier Inc.
tionship showed a region of negative slope

conductance at around �50 to �30mV, sug-

gesting large voltage-gated calcium currents in

the SPN (see also Figure S1F). To measure

calcium currents we used a Cs+ based patch

solution that blocked the majority of K+ currents

and combined this with use of appropriate

voltage protocols and pharmacology under

voltage clamp. From a holding potential of

�54mV, and with no prior hyperpolarization,

only high-voltage-activated (HVA) Ca2+ currents

were observed on depolarization positive to

�50mV (Figure 4B, gray curve); however, a

conditioning hyperpolarization to �104mV for

400 ms maximally activated a transient low-

voltage-activated (LVA, ITCA) Ca2+ current on

stepping to�54mV (Figure 4A). The I/V relation-

ship now showed two distinct components: a
LVA Ca2+ current that peaked at around �50mV, and a HVA

current that peaked at around �10mV (Figure 4B, black curve).

ITCa currents were half-activated at �51.0 ± 0.3mV (Figure 4E),

were half-inactivated at �72.8 ± 0.4mV, and had a conductance

of 20.1 ± 2.9 nS (at �54mV; n = 7; ECa = +50mV). The activation

kinetics of ITCa upon stepping to �54mV were fast (time to peak:

5.7 ± 0.7 ms; n = 7; Figure 4F). Inactivation was also fast, decay-

ing with a single exponential (11.5 ± 1.4 ms; n = 7; at �54mV;

Figure 4F). Application of the ITCa antagonist mibefradil (2mM,

Figures 4C, 4D, and 4G) blocked 79% of the transient calcium

current (measured on stepping to �54mV; n = 3; p % 0.005;

Figure 4G). These data confirm that SPN neurons have large

voltage-gated calcium currents, and the voltage-dependent

inactivation of ITCa (gray shaded area in Figures 4B and 4D)

suggests that IPSPs would promote recovery from inactivation.

So what is the more important role for the IPSP: activation of

IH or deinactivation of ITCa?



Figure 5. SPN Offset APs Are Primed by Hyperpolarizing Current Injection or IPSPs and Mediated by IH with Contributions from ITCa
(A and B) Hyperpolarization of two SPN neurons (�400 pA; 200 ms) generates short-latency offset firing under control conditions (black traces) but the latency

increases and the number of offset APs declines after perfusion of ZD7288 (20 mM, red traces). Additional application ofmibefradil (blue trace in A) or NNC-550396

(blue trace in B) caused failure of the offset AP firing. In some cases a small subthreshold offset depolarization remained in the presence of these blockers, but

this was suppressed by TTX (green trace).

(C) Average data show that the number of offset APs was significantly reduced after application of ZD7288 and a T-type calcium channel antagonist (mibefradil

or NCC-55 0396).

(D) The remaining offset APs in the absence of IH (i.e., following ZD7288) are delayed due to a large increase in themembrane time constant, measured as the time

to half decay. Mibefradil or NCC-55 0396 did not introduce further delays.

(E) Identical offset firing was generated by current injection in a Hodgkin-Huxley model of an SPN neuron.

(F) Deletion of IH alone increased the input resistance, slowed the membrane time constant, and delayed offset firing (arrow).

(G) Deletion of ITCa alone reduced the number of offset APs but had little effect on the latency to offset APs.

(H) Without both IH and ITCa, no offset APs are generated.

(I) Returning to in vitro SPN recordings, offset responses are triggered by synaptic stimulation of the inhibitory input with excitatory transmission blocked.

(J) Application of ZD7288 caused a similar increase in offset AP latency to that seen in (A) and (F).

(K) Again, additional application of mibefradil further diminished the offset response.

(L and M) Quantification confirmed that IPSP activation of offset firing gave similar results to those obtained with current injections (shown in parts A–D). n is

indicated in each bar graph; *p < 0.05, Student’s t test.
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IH and ITCa Have Distinct Contributions to the Offset
Response
The combined results from our in vivo and in vitro recording

demonstrate that sound activation of IPSPs hyperpolarizes the

membrane potential, activates IH, and removes ITCa inactivation.

Under current-clamp recording conditions, application of an IH
antagonist (ZD7288, 20 mM) slowed themembrane time constant

and removed the voltage ‘‘sag’’ (Figures 5A and 5B, red trace).

This block of IH slowed the time to half-decay from 1.03 ±

0.1 ms to 7.53 ± 1.3 ms (n = 14; p% 0.001; Figure 5D). Blockade
of ITCa by mibefradil or NNC 55-0396 did not further influence the

timing of the offset response (Figures 5A and 5B) but it reduced

the number of offset APs from 3.5 ± 1.3 (control; n = 65) to 1.0 ±

0.4 (mibefradil; n = 6; p = 0.009) or 0.8 ± 0.3 (NNC 55-0396; n = 5;

p = 0.008; Figures 5A, 5B, and 5D). However, even the blockade

of both IH and ITCa did not further change the membrane time

constant or time to half-decay (Figure 5C; n = 11; p = 0.69),

consistent with the idea that IH is the dominant current for driving

short-latency offset firing. The subthreshold depolarization that

remained after blocking IH and ITCa was TTX sensitive (Figure 5B,
Neuron 71, 911–925, September 8, 2011 ª2011 Elsevier Inc. 917



Figure 6. Summary Illustration of the Interactions between ECl, IPSP, IH, and ITCa in Generating Offset Firing

Sound activates glycinergic inhibition in the SPN. Due to high KCC2 activity the driving force for the IPSP is large and the membrane potential approaches ECl.

This activates a substantial proportion of the IH conductance and removes steady-state inactivation of NaV and ITCa. After cessation of the inhibition, the de-

polarizing conductances generate a burst of well-timed offset APs.
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green trace). As a further test of our hypothesis we developed

a computational model of SPN neuron firing, in which we could

test the ionic basis of offset firing and separate the relative

importance and contributions of IH and ITCa. The basic Hodg-

kin-Huxley model could match the control firing pattern, AP

waveform, and activation of offset APs in response to hyperpo-

larizing current injection (Figure 5E). Upon removal of IH, offset

APs were evoked at longer latencies, confirming that this

conductance is crucial for the fast-membrane time constant

and the short-latency offset firing (Figure 5F). Removal of the

ITCa conductance also compromised offset firing, in that fewer

APs were triggered (Figure 5G) but their latency remained as

short as in the full model. Removal of both IH and ITCA (Figure 5H)

confirmed that both conductances were necessary for the full

physiological offset phenotype, with IH being the dominant

conductance for the short-latency offset AP, while ITCa gener-

ated a slower depolarization, which increased the number of

longer-latency offset APs. To test this hypothesis in response

to a physiological input, we used repetitive IPSPs evoked by

electrical stimulation of the MNTB in vitro (Figure 5I; 100 Hz train

for 100 ms) and consecutively applied ZD7288 and mibefradil.

After bath application of ZD7288 (20 mM; 20 min) the membrane

time constant slowed, offset firing declined, and latencies

increased (Figure 5J). Additional perfusion of mibefradil (2 mM)

further suppressed offset firing (Figure 5K). Changes in the

number and timing of offset firing were similar to the respective

changes observed with current injections (Figures 5L and 5M).

IH and ITCa modify offset firing in response to either current injec-

tions or IPSP activation, confirming that both conductances

are physiologically relevant. This result emphasizes that the

combination of a negative chloride reversal potential, a strong

inhibitory input, and the subsequent activation of intrinsic

conductances are important for the physiological function of

the SPN neurons in generating offset APs, marking the termina-

tion of a sound (Figure 6).
918 Neuron 71, 911–925, September 8, 2011 ª2011 Elsevier Inc.
Physiological Impact: IH Increases the Temporal
Accuracy of Offset Firing
The output of the MNTB-SPN circuit into the auditory midbrain

(IC) provides specific information for sound duration computa-

tion. Single-unit recordings in vivo show that MNTB principal

neurons fire APs with short interspike intervals throughout any

duration of sound stimulation and also showed that this is sepa-

rated from ongoing spontaneous activity by a poststimulus

suppression period of almost 50 ms (Kopp-Scheinpflug et al.,

2008; Figure 7A). SPN recordings showed increasing numbers

of APs in the offset response with increasing stimulus duration

in vivo (similar to rat SPON (Kadner et al., 2006); Figure 7B)

and also in vitro (Figure 7C) and consistent with increased avail-

ability of ITCa. For the shortest intervals (10 ms, Figure 7C, lower

trace), offset firing resembled SPN responses after blocking IH
(Figure 5), emphasizing the importance of this conductance for

encoding stimulus durations in the SPN and suggesting that

the minimum encodable duration will be set by the activation

kinetics of the IH conductance. Indeed, recordings from HCN1

knockout mice (Figure 7C red traces) revealed HCN2-domi-

nated, slow-membrane time constants and a vastly reduced

ability to detect short intervals, with aminimum stimulus duration

of 100 ms being required to trigger an offset AP.

Closer examination of MNTB AP timing shows a tight distribu-

tion of onset latencies (gray histogram; Figure 7D) but very

broadly distributed timing of the last APs in the sound-evoked

response (open histogram), consistent with the idea that the

end of an excitatory response cannot provide accurate timing

information. On the other hand the AP latency in the SPN offset

response showed very little jitter (black histogram; Figure 7D);

indeed, the temporal resolution of the SPN offset response is

comparable to the onset response in the MNTB (Figure 7E).

Thus from a computational viewpoint, the conversion of the

inhibitory input to an excitatory offset response improves the

temporal resolution of the encoded signal by at least 5-fold.
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This result provides insight as to why conversion of the inhibitory

MNTB output into an excitatory offset response gives a physio-

logical advantage in terms of temporal accuracy of the offset,

and this is confirmed by the modeling (Figures 7F–7H).

The model provides several additional insights into the physi-

ology of offset firing. In the full SPN model, the range of sound

durations is represented by a color spectrum from red (long,

100 ms) to blue (short, 10 ms) and the latency of the offset

response closely matched in vivo and in vitro stimulus durations

(Figures 7Fi and 7G). But removal of the IH conductance (no IH,

green; Figure 7Fii) vastly degrades the offset timing, so that

latencies increased to over 30 ms (Figure 7G). Lack of IH also

increased the input resistance so that the current step now

caused a much deeper hyperpolarization, increasing recovery

of other conductances (i.e., ITCa and NaV) from voltage-depen-

dent inactivation, so the injected current (no IH, Vm corrected;

Figure 7Fiii) was reduced to match the same steady-state hyper-

polarization as in Figure 7Fi (dashed line). Under these conditions

ITCa generates a small suprathreshold offset-depolarization and

a single AP for only the longest duration (100 ms, green triangle;

Figure 7G), confirming that ITCa is not the major trigger of offset

firing. This is emphasized in the last model condition, where

only ITCa is deleted, and IH alone generated a powerful short-

latency single-offset response AP (Figures 7Fiv and 7G). While

IH predominates in triggering the offset response, a plot of AP

number against stimulus duration (Figure 7H) emphasizes that

ITCa is necessary to maintain the multiple AP firing phenotype.

DISCUSSION

Our results demonstrate a neat ionic mechanism for accurate

detection of sound termination. Integration of acoustically driven

synaptic inputs with intrinsic conductances converts an inhibi-

tion into a well-timed AP offset response by which sound termi-

nation and gaps in ongoing sounds are encoded. Sound-evoked

inhibition generates large IPSPs in the SPN, which because of

the extreme negative ECl can drive IH activation (accelerating

the neuronal membrane time constant) and remove steady-state

inactivation of ITCa so that on termination of the sound, rapid

repolarization triggers a short-latency burst of APs. The primary

drive for AP firing is IH, although ITCa (as well as NaV, Kv1, andKv3

currents) influence the number and timing of offset APs. The

Hodgkin-Huxley modeling confirmed dominance of IH in trans-

lating IPSPs into an excitatory output. This computation gener-

ates an ‘‘inversion’’ of the inhibitory input to give offset firing on

sound termination with enhanced timing accuracy (of equivalent

accuracy to the onset response) and forms part of the sound

duration processing in the auditory midbrain.

Offset Firing Is Mediated by Intrinsic Conductances
Small-amplitude EPSPs can be evoked in the SPN in vitro, but

the results show that EPSPs are not the primary drive for offset

firing (for example, through EPSPs outlasting the inhibition).

Offset firing was evoked in the absence of synaptic stimulation

(via current-injection) and also occurred when evoked by IPSPs

(on stimulation of the MNTB) in the presence of glutamate

receptor antagonists. We can also exclude the hypothesis that

the chloride reversal potential (ECl) becomes more positive
than the RMP, since in fact the opposite is happening: large

IPSPs are generated because ECl is so negative (�100mV) and

as reported previously (Löhrke et al., 2005). This is an important

result as it explains how IH can be activated by sensory stimuli

under physiological conditions.

Conjunction of IH with ITCa Is Associated with Rhythm
Generation
IH currents are activated by hyperpolarization with half-activation

voltages of �70mV to �95mV for HCN1- and HCN2-dominated

channels, respectively (Wahl-Schott and Biel, 2009). They

mediate an important role in setting the resting membrane

potential (Cuttle et al., 2001; Nolan et al., 2007; Seifert et al.,

1999; Wang et al., 2002) and in integrating dendritic EPSPs

(Berger et al., 2001; Nolan et al., 2004, 2007). In conjunction

with ITCa, IH channels contribute to membrane potential oscilla-

tions and rhythm generation (McCormick and Pape, 1990; Sol-

tesz et al., 1991) in thalamocortical (Steriade et al., 1993) and

cerebellar networks (Llinás andMühlethaler, 1988) and to rhythm

generation in the heart (Wahl-Schott and Biel, 2009).

In general, voltage-clamp quality declines with distance along

the dendrites from a somatic recording site (space clamp) as

derived from the elegant cable theories of Wilfred Rall (see Rall

et al., 1992; Williams and Mitchell 2008). In contrast to cortical

pyramidal neurons where IH is most highly expressed in distal

dendrites (Berger et al., 2001), HCN1 channels in the SPN have

a somatic and proximal location, as confirmed by immunohisto-

chemistry. This permits good voltage clamp of this conductance

and favors the physiological role in minimizing the latency to trig-

gering fast rebound AP firing through proximity to the axon and

spike initiation sites.

The phenomenon of ‘‘post-inhibitory rebound’’ occurs in the

basal ganglia, thalamus, cerebellum and hippocampus. It is

loosely defined as enhanced firing following hyperpolarization

during rhythmic firing, and attributed to IH and ITCa currents (Ai-

zenman and Linden, 1999; Cooper and Stanford, 2000).

However, rebound firing has heterogeneous ionic mechanisms

that may be dominated by IH and/or ITCa conductances, and

result from after-hyperpolarization (AHP, driven by EK) following

an AP or IPSPs (driven by ECl) depending on the cell type under

study. Additional contributions could also arise from the

enhanced recovery of voltage-gated Na+ channels from inactiva-

tion (Aman and Raman, 2007). Rebound firing in direct response

to synaptic inhibition has been proposed (and is widely accepted

as an obvious mechanism) but it has rarely been demonstrated

(Nambu and Llinas, 1994) particularly in response to physiolog-

ical sensory stimulation in the mammalian CNS. Recent studies

employing synaptic stimulation were unable to demonstrate

physiological rebound firing in the deep cerebellar nuclei (Alviña

et al., 2008). In songbirds rebound firing has been linked with

vocal learning, where thalamic neurons translate IPSPs into an

excitatory output (Bottjer, 2005; Person and Perkel, 2005) and

modeling studies clearly show the potential for IH to generate

rebound firing in the mammalian brain, but the key physiological

question is: how can a physiological input sufficiently activate IH
to generate this firing? Here we show that the SPN uses powerful

chloride extrusion to extend the physiological voltage range

negative to EK. This enhances the chloride driving force of IPSPs,
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Figure 7. The SPN Offset Firing Carries Information about Sound Duration and Has Improved Temporal Encoding Compared to the Offset

Latency of the Input, from the MNTB

(A) In vivo MNTB: dot raster plot showing sound-evoked responses to increasing sound durations from 10 to 100 ms (ten repetitions each).

(B) In vivo SPN: dot raster plot showing an offset response to sound durations from 10 to 100 ms.

(C) In vitro SPN: offset responses measured in current clamp during hyperpolarizing current injection (�400 pA) for 100 ms, 50 ms, and 10 ms durations in WT

(black traces) and HCN1-KO (red traces).

(D) Histograms showing the distribution of AP latencies in response to 50 repetitions of a 100 ms tone (CF/80 dB SPL) for the first onset AP (gray) and the last

sound-driven AP (open) of an MNTB neuron compared to the first offset AP (black) of an SPN neuron.

(E) The accuracy of the SPN offset firing matches that of the MNTB onset seen in (D). Jitter is taken as the standard deviation of first/last spike latency for

50 stimulus repetitions (CF, 80 dB SPL, 100 ms, 5 ms ramps).

(F) The SPN Hodgkin-Huxley model shows overlaid current-clamp traces with different hyperpolarization durations ranging from 10 to 100 ms, color coded from

blue to red, respectively. (i) Full model. (ii) Deletion of IH. (iii) Deletion of IH with membrane potential correction. (iv) Deletion of ITCa.
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which can then provide sufficient hyperpolarization to activate

the IH conductance.

Physiological Relevance of IH in the Auditory System
IH has a general role in modulating input resistance and hence

the membrane time constant; this is especially important in the

auditory system, which depends on speed and temporal preci-

sion (Bal and Oertel, 2000; Oertel et al., 2008). Although sound

localization mechanisms accurately discriminate submillisecond

time intervals (McAlpine et al., 2001), the MNTB-SPN circuit

forms an early computation adapted to encode millisecond to

second time intervals. The idea that IH could be involved in this

computation was first proposed from the modeling studies of

Hooper et al. (Hooper et al., 2002), who suggested different

cell categories (low-pass, band-pass, or high-pass) to encode

sound of different durations, but all limited to sounds lasting

longer than 50 ms. For instance, induction of offset responses

in the IC by 200 ms hyperpolarizing current injections was medi-

ated by IH (Koch and Grothe, 2003), while 50 ms sound pulses

failed to do so in the same nucleus (Xie et al., 2007). However,

encoding derives not only from stimulus duration but also from

‘‘intensity,’’ since loud sounds with higher input firing rates will

generate greater summation of IPSPs and activate more IH
current. Therefore, a short-duration sound could elicit an offset

response if delivered at a higher intensity, and provided the acti-

vation kinetics of IH were fast enough. Coincidence-based

modeling of IPSPs and EPSPs (Aubie et al., 2009) can provide

duration tuning at short intervals, but this mechanism is not

used in the SPN (our results) nor in the thalamus of songbirds

(Person and Perkel, 2005) where excitatory transmission is also

not required to generate an offset response.Many in vitro studies

of IH kinetics have been conducted at room temperature, and so

activation rates are slower than in vivo, but our empirical obser-

vations at physiological temperatures demonstrate that the

faster kinetics of HCN1 in the SPN can encode durations even

shorter than 10 ms. Indeed, the shortest stimulus duration

observed that generated an offset AP in this study was 6 ms,

although this is too short to activate sufficient IH for short-latency

offset firing. This could also explain why in the SPN, amplitude

modulated tones are encoded with high vector strength up to

about 200 Hz, but phase-locking declines as soon as the period

length drops below 5–10 ms (Kadner and Berrebi, 2008). The

apparent inability to encode short durations does not limit the

impressive performance in gap detection tests in the same study

(Kadner and Berrebi, 2008). This is because successful gap

detection, which is a major cue for vocal communication (Wal-

ton, 2010), crucially depends on the sound duration prior to the

gap (Person and Perkel, 2005) rather than with the duration of

the gap itself. This is consistent with the time required to activate

IH (as seen with the ‘‘sag’’ under current clamp) and to remove

steady-state inactivation of ITCa. The minimal gap in a stimulus

train that can be detected by our model is 2.12 ± 0.58 ms for
(G) IH is crucial for a short latency first spike and is shown for each of the above

declines from about 10 ms to about 3 ms for respective durations from 20 to 100 m

vastly extended to over 30 ms across all the durations.

(H) There are increasing numbers of APs for increasing durations for in vivo, in

stimulus duration, but in the absence of ITCa only a single offset spike is generat
a 200 ms pregap duration (Figures 8A and 8C). Shorter pregap

durations (less than 50 ms) will not activate sufficient IH and

although offset APs can be generated with much shorter stimuli

(see above), their latency is too slow to appear within a short gap,

and so will be suppressed by the incoming train of IPSPs from

the following sound (Figures 8B and 8C). Reducing the IH
conductance by 50% to imitate the HCN1 knockout data or shift-

ing ECl by 20mV more positive causes gap thresholds to double

or triple, respectively (Figure 8D). Given that vocalizations in

small rodents last between 20 ms and several hundred millisec-

onds (rat: Brudzynski et al., 1993; mouse: Holmstrom et al.,

2010), the mechanism we propose here is well suited to encode

the duration of stimuli used in species-specific communication.

Although duration-sensitive neuronal responses have been

described in the auditory midbrain (Covey and Casseday,

1999) the origin and mechanism of this duration tuning is

unknown. The powerful offset response of rat SPON neurons

(Kadner et al., 2006) is confirmed here in mouse SPN and our

voltage-clamp studies further establish the SPN/SPON as the

site for offset tuning. Convergence of SPN/SPON offset encod-

ing with VNLL onset responses in the IC could provide the inputs

for ‘‘on-off’’ cells in the auditory midbrain (Saldaña et al., 2009;

Pollak et al., 2011). However, an important function of this SPN

offset firing is to match the timing accuracy of sound termination

with that of the sound onset, as compared here for the MNTB

(Figures 7D and 7E). While excitatory projections are well adap-

ted for onset temporal accuracy, the termination of a sensory

response is ambiguous because of adaptation, spontaneous

activity, and the decay of the EPSP (or IPSP)—a problem that

is solved by acceleration of the membrane time constant with

IH as described in the present study. From a signal-processing

viewpoint it is advantageous to encode the envelope of

a complex signal by equivalently accurate onsets and offsets,

since this doubles the sampling rate and increases temporal

resolution.

Offset responses are considered to be of important physiolog-

ical significance for perceptual grouping (Plack andWhite, 2000).

However, these responses are not generated within the auditory

cortex (Scholl et al., 2010), suggesting that the mechanism is

further upstream. Here, we demonstrate in vivo and in vitro

that the interplay of a negative chloride reversal potential,

a strong inhibition and a powerful IH results in a temporally

precise, duration-sensitive offset response in the SPN.

EXPERIMENTAL PROCEDURES

In Vitro Preparations

CBA/Ca mice and HCN1 knockout mice (P14–P21) were killed by decapita-

tion in accordance with the UK Animals (Scientific Procedures) Act 1986 and

brainstem slices containing the superior olivary complex (SOC) prepared as

previously described (Johnston et al., 2008). Transverse slices (200-mm-

thick) containing the SPN were cut in a low-sodium artificial CSF (aCSF) at

�0�C. Slices were maintained in a normal aCSF at 37�C for 1hr, after which
conditions: in vivo, in vitro, and full model. The latency of the offset response

s for all the conditions, except that without IH (green trace) where the latency is

vitro, and the full model. The number of offset APs increased with increasing

ed (light blue trace).
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Figure 8. A Large IH and Very Negative ECl

Account for Low-Threshold Gap Detection

The SPN model using the observed levels of

intrinsic conductances can account for physio-

logical limits of gap detection.

(A) A stimulus train of 200 ms (100 Hz IPSPs) is

interrupted by an interval containing no stimulation

(i.e., a gap, silence, indicated by the orange

shaded region in each trace). This gap is detected

by the SPN intrinsic conductances and encoded

by an offset AP for gap durations of 50 ms (upper

trace) and 3 ms (middle trace) but not for a 1ms

gap (lower trace).

(B) The duration of the pregap stimulus influences

the threshold for gap detection. A 3 ms gap fol-

lowing a pregap duration of 300 ms (upper trace)

or 100ms (middle trace) is detected by a single AP;

however, a 3 ms gap is not detected following

a stimulus lasting only 50 ms (lower trace).

(C) Gap length is plotted versus pregap duration.

Gap threshold (black line, defined as 50% firing

probability) is the average minimal gap from 20

trials. The ability of the SPN neurons to detect the

gap increases with the pregap duration, consis-

tent with the kinetics of IH activation.

(D) Minimal gap thresholds are observed following

longer pregap durations. Gap detection requires

short-latency offset firing mediated by a large

IPSP and IH, accordingly, gap thresholds are

elevated either if IH is reduced by 50% (green line)

or if ECl is shifted by 20mV toward more positive

potentials (blue line).
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they were stored at room temperature (�20�C) in a continually recycling

slice-maintenance chamber. For composition of solutions please see

Supplemental Experimental Procedures. Experiments were conducted at

a temperature of 36�C ± 1�C using a Peltier driven environmental chamber

(constructed by University of Leicester Mechanical and Electronic Joint

Workshops) or using a CI7800 (Campden Instruments, UK) feedback temper-

ature controller.

Patch Clamp

Whole-cell patch-clamp and current-clamp recordings were made from visu-

ally identified SPN neurons (Figure S2; Nikon FN600 microscope with differen-

tial interference contrast optics) using a Axopatch 200B amplifier (Molecular

Devices, Sunnyvale, CA, USA) and pClamp10 software (Molecular Devices),

sampling at 50 kHz and filtering at 10 kHz. Patch pipettes were pulled from

borosilicate glass capillaries (GC150F-7.5, OD: 1.5 mm; Harvard Apparatus,

Edenbridge, UK) using a two-stage vertical puller (PC-10 Narishige, Tokyo,

Japan). Their resistance was �3.0 MU when filled with a patch solution con-

taining (mM): KGluconate 97.5, KCl 32.5, HEPES 40, EGTA 5, MgCl2 1,

Na2phosphocreatine 5; pH was adjusted to 7.2 with KOH.

For the calcium current measurements, ITCa was recorded as described

above, using a different rig with pClamp10 software (Molecular Devices),

sampling at 10 kHz and filtering at 5 kHz. The pipette solution contained

(mM): CsCl 120, NaCl 10, TEACl 10, EGTA 1, HEPES 40, Na2phosphocrea-

tine 5, QX314 2, ZD7288 0.02; 2 mM ATP and 0.5 mM GTP were added

on the day of use. The composition of the external solution was (mM):

NaCl 95, NaHCO3 26.2, TEACl 30, KCl 2.5, glucose 10, NaH2PO4 1.25, as-

corbic acid 0.5, MgCl2 1.3, CaCl2 2, Bicuculline 0.01, Strychnine 0.001. For
922 Neuron 71, 911–925, September 8, 2011 ª2011 Elsevier Inc.
calcium current measurements a junction poten-

tial of �4.1mV (�4mV) was subtracted.

Synaptic responses were evoked with a bipolar

platinum electrode placed across the MNTB and
stimulus trains evoked using a DS2A isolated stimulator (�1–10V, 0.2 ms;

Digitimer, Welwyn Garden City, UK).

In Vivo Recordings

These experiments were performed at the V.M. Bloedel Hearing Research

Center of the University of Washington in Seattle (USA). All experimental

procedures were approved by the University of Washington Institutional

Animal Care and Use Committee and were performed in accordance with

the NIH Guide for the Care and Use of Laboratory Animals. Spontaneous

and evoked MNTB and SPN neuron responses were recorded from 6 mice

(CBA/Ca; P23-P54; see Supplemental Experimental Procedures for details),

which were anesthetized by intraperitoneal injection of a mixture of ketamine

hydrochloride (100 mg/kg BW) and xylazine hydrochloride (5 mg/kg BW).

MNTB single-unit recordings characteristically possess a prepotential, fol-

lowed by a biphasic postsynaptic action potential and responded to sound

from the contralateral ear (Kopp-Scheinpflug et al., 2003). SPN recordings

were obtained from recording sites located dorsolaterally to the MNTB. Single

units in the SPN were typically characterized by a low spontaneous firing

rate and broad frequency tuning. For retrograde tracing experiments, 2 ml

fluorogold were pressure injected into the inferior colliculus of anesthetized

mice using a stereotaxic device. After 5–7 days recovery period, animals

were sacrificed and brain sections taken for subsequent fluorescent micros-

copy (see below).

Immunohistochemistry

Brainstems were dissected from P16 wild-type and HCN1 knockout litter-

mates, which had been killed by decapitation (as above) and were frozen in
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LAMB OCT compound (ThermoFisher Scientific) prior to cryostat sectioning

(Microm HM 560) at 12 mm in the transverse plane. Sections were fixed in

4% paraformaldehyde at 4�C for 25 min and subsequently incubated for

60 min at room temperature with PBS containing 0.1% Triton X-100

(PBS-T), 1% BSA, and 10% normal goat serum (NGS) to reduce nonspecific

binding of secondary antibody. Sections were incubated with primary anti-

bodies to HCN1 (1:500, Alomone) or HCN2 (1:1000, Alomone) and colabeled

with KCC2 (1:1000, Millipore), all diluted in PBS-T containing 1% BSA and

10% NGS overnight at 4�C. After three washes in PBS-T, sections were

incubated with the secondary antibodies (Invitrogen; AlexaFluor 488 goat

anti-rabbit IgG and AlexaFluor 546 goat anti-mouse IgG [1:1000]) diluted in

PBS-T, 1% BSA, and 10% NGS for 2 hr at room temperature. After rinsing

in PBS-T, sections were coverslipped with Vectashield Hard Set Mounting

Medium with DAPI (Vector Laboratories) and images were acquired with

a Zeiss laser-scanning confocal microscope (LSM 510, Carl Zeiss Interna-

tional) or Leica DM2500 fluorescence microscope. As negative controls for

specificity, sections incubated with the omission of the primary antibody

showed no specific immunolabeling (data not shown).

Computational Model

A simple, single-compartment model of a prototypical SPN neuron was

simulated using NEURON (version 7.1, Hines and Carnevale, 2001). The

neuron was implemented as a single cylindrical compartment 15.5 mm in

length and 15.5 mm in diameter. Specific membrane capacitance was cm =

2mF/cm2. The following conductances were included: a leak conductance

(reversal potential Eleak = �90mV), a Na+ conductance, low- and high-

voltage-activated Kv conductances, a hyperpolarization-activated conduc-

tance (IH), and a low-threshold voltage-activated Ca2+ conductance (ITCa). In

this model the resting potential is primarily determined by a tonically active

IH. A full description of the conductances with all parameters is given in the

Supplemental Experimental Procedures. To directly reproduce the in vitro

experiments, the model neuron was stimulated with current injections of

different magnitude.

In some simulations, noise was added as an EPSC conductance to simulate

random synaptic events. Fluctuations were modeled as an Ornstein-

Uhlenbeck process with a mean conductance gn = 1 pS, standard deviation

sn = 0.5 nS, and reversal potential ErevExc. = 0mV. The numerical integration

scheme introduced by Rudolph and Destexhe (2005) was used in all simula-

tions. Inhibitory synapses were modeled by a two-state kinetic model

(Neuron’s Exp2Syn) with rise time constant t1 = 0.1 ms, decay time constant

t2 = 2 ms, and reversal potential Erev,Inh = �100mV. In all simulations, the

neuron had 14 inhibitory synapses, each with a peak conductance of 4 nS.

The model code is available at ModelDB (https://senselab.med.yale.edu/

modeldb/ShowModel.asp?model=139657); accession number 139657.

Data Analysis and Statistical Methods

Statistical analyses of the data were performed with SigmaStat/SigmaPlot

(SPSS Science, Chicago, IL). Results are reported as mean ± SEM, n being

the number of neurons recorded from at least 3 different animals. Statistical

comparisons between different data sets weremade using unpaired Student’s

t test. Differences were considered statistically significant at p < 0.05. Activa-

tion kinetics of IH currents and T-type Ca2+ currents were determined fitting

a Boltzmann function through the respective tail currents:

IðVÞ= 1

1+
expðV0:5:act � VmÞ

k

Where I(V) is the normalized current, Vm is the clamped membrane potential,

V0.5,act is the membrane potential where half the channels are open, and k is

the slope factor for activation.
ACCESSION NUMBER

The code of the computational model is available under accession

number at ModelDB: https://senselab.med.yale.edu/modeldb/ShowModel.

asp?model=139657.
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